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Abstract—This paper presents a visual surveillance system for mobile robots using omnidirectional and PTZ cameras. By combining the advantages of these two types of cameras, it provides not only the surveillance of the surrounding area of the robot, but also observe every corner of the indoor environment. Furthermore, the system is mounted on a mobile robot platform, which is able to move around the environment under the user’s command. The applications of the presented system are the detection and tracking of moving object in the environment. Since the omnidirectional camera can observe the surrounding regions of the robot, the detection and tracking are more stable. When the omnidirectional camera detects the object, the PTZ camera is used to detect the object’s face. The mobile robot can then follow the object for navigation.

Keywords—visual surveillance; omnidirectional camera; PTZ camera

I. INTRODUCTION

Most of the conventional surveillance systems are installed in fixed locations, and have only simple visual processing capabilities [1]. One major drawback of these systems is that once the interested objects are obscured or in the blinds pots, it is not possible to acquire their image information. Moreover, the whole area monitoring for an environment is also not feasible. The general approach to cope with this problem is to increase the number of cameras for multi-view surveillance [2], [3], [6]. However, the costs for the hardware and the system development will both increase.

Some previous work has introduced the 360-degree panoramic camera for visual surveillance [15], [4]. It is capable of monitoring the entire interior space by using just a single camera. However, due to the limited resolution of the panoramic cameras, the detailed information of the objects might not be identified clearly.

In this paper, we propose a surveillance system consisting of two types of cameras for mobile robots. One is an omnidirectional camera and the other is a PTZ (pan-tilt-zoom) camera. Unlike the conventional wall-mounted surveillance systems, the proposed vision system is installed on a mobile platform which can move freely in the environment to actively monitor and track the objects. Generally speaking, the omnidirectional camera can monitor a wider range area compare to the conventional cameras, but suffer from lower resolution image quality. Thus, if we need to monitor a specific area, PTZ cameras can be employed to fulfill this requirement [10].

Our system combines the advantages of the two different cameras, and the characteristics of the mobile platform to achieve the purpose of moving object and human face tracking. We implement the image processing techniques including moving object detection, tracking, and face detection. In this work, OpenCV library is adopted for face detection. The detected object in the image is classified as a human face if it contains similar facial features. Once the system detects a moving object, it will start the PTZ camera and the mobile platform to track the object. The higher-resolution image capture from the PTZ camera is then used for human face detection.

II. SYSTEM OVERVIEW

A. Mobile Robot Construction

The hardware equipment used in this work consists of a personal computer and two cameras mounted on a mobile platform, as shown in Fig. 1. The images captured by the cameras are processed by the computer and the analyzed data is used to provide the instructions for robot motion. The mobile robot is built with acrylic sheets and four four motors, which support all hardware devices, including the camera system and the personal computer.

The visual surveillance system is mounted on the mobile robot platform. It is composed of two different cameras, the omnidirectional camera and the PTZ camera. The omnidirectional camera and the PTZ camera are installed at about 34 cm and 60 cm from the ground, respectively. The personal computer is responsible for image information processing and analysis, and the results are then used for various action for the robot. The inputs to the personal computer are mainly from the two camera images, and emphasizes on the two original images for processing.

In this paper, the main objective is to track the person in motion as well as the face detection, the analysis of the original input image will provide the information for sending the control signals to the robot mobile platform and PTZ cameras. It can then control the robot’s position for human following and performing the face detection with the PTZ camera.
B. Image coordinate transformation

Since the omnidirectional camera provides 360 degrees FOV, it is relatively easy to detect the moving objects from the panoramic images. In order to derive the high-resolution images for face detection, the location of the object must be estimated for the PTZ camera observation based on the panoramic image coordinates. That is, the orientation of the PTZ camera should be given for close-up image captures of the face.

Some researchers have proposed the coordinate transform between the omnidirectional and PTZ cameras. They calculated the angle between the moving object and a pre-defined reference point in the omnidirectional image, and then converted the angle to a directional vector. The PTZ camera then used the vector to control its orientation to face the moving object. This paper presents an alternative way to improve the coordinate transform. We first expand the panoramic image to a rectangular image (as shown in Fig. 2) and then perform the coordinate transform. In this work, the panning angle of the PTZ camera is from -170 to 170 degrees, and the panoramic image size is $320 \times 240$. Thus, the moving distance of a pixel in panoramic image is about 1.0625 degrees for the PTZ camera. We use this transformation to calculate the PTZ camera motion vector for further image processing tasks.

III. MOVING OBJECT TRACKING AND HUMAN FACE DETECTION

This section introduces the processes for object detection, tracking and face detection. For the object detection, we will explain how to use continuous image subtraction to detect a moving object, remove the noise through the mathematical morphology, and then build the object color model. In the object tracking part, we use the derived object color model and the CamShift algorithm [7] to keep track of the objects. The location of the object in the panoramic image is then converted to the PTZ camera’s panning angle and motion direction of the robot.

The visual surveillance system mounted on the mobile robot can detect the moving objects in the environment and provide the information for the robot to track the object. The proposed system has two operation modes: One is the manual mode and the other is the automatic mode. The manual mode can control the PTZ camera and mobile robot platform. The automatic mode can create your own object model and drive the robot to track the moving object as well as detect the human face.

There are two stages in the automatic mode: object detection and object tracking. The main purpose is to build the object color model in object detection, and then use the CamShift Algorithm to track the object.

In the object detection part, we use a simple background subtraction to detect the moving objects in the environment. If the system detects the moving objects in the environment, the moving object captured in the panoramic images are used to create the object color model. In the object tracking step, we use the object color model and the CamShift algorithm to identify the most suitable image coordinates of the object color model for object tracking.

The main purpose of object detection is to create the color model of the object we want to track, then use the CamShift algorithm to track the object. The object detection process can be divided into three steps:

1) Image subtraction: detecting moving objects.
2) Image pre-processing: images binarization and noise
3) Object model creation: put the object region into the color histogram.

The following sections will detail every stage of the process and provide some results.

A. Moving object detection

Moving object detection is the first part of the visual surveillance system. In this system, the detected moving object will be used to establish an object model for continuous tracking of the objects. There are many fast and efficient ways to detect moving objects.

In this paper, we use a continuous image subtraction to detect the obstacles. Generally, the background subtraction must establish the background image first. Because this system is constructed on a mobile platform, the background may change when the platform moves to another place. The white balance mode for the omnidirectional camera is turned on. When the brightness is changed, the colors of some objects are also altered under this illumination change. That is, we cannot use the background method. Thus, we use the continuous image subtraction to detect the moving object, as shown in Fig. 3.

B. Image pre-processing

Image pre-processing is for binarization and noise removal based on the results of the previous stage. Due to the illumination condition change or the camera quality, the image noise will usually appear in the real scene. To avoid the errors caused by the noise, we use erosion and expansion of morphology to remove the noise and get the blob of the moving object. We then calculate the object’s size and central location to determine whether the object moves or not, and establish the object model.

C. Establish the object color model

Creating the object color model is to find the direction of the moving object and track the moving object through the CamShift algorithm. Currently, only a limited number of dynamic tracking methods have been proposed. One way is to use the color information to track the moving objects. After detecting the object in the panoramic image coordinates, the object region is converted into a color histogram. The visual surveillance system can track the object based on the color histogram. The CamShift algorithm can find the location of the most similar color of the object in the continuous image sequence. The PTZ camera and the mobile platform can then move to that direction.

D. Object tracking

In this step we will build the color histogram of the object that we want to track. The CamShift algorithm builds a probability model by color histogram, and finds the area of the most similar color to track. In this paper, the object tracking is based on the color information, and use the CamShift algorithm. In this section will show the results of each step. The CamShift tracking process is given as follows.

1) The search area is set as the entire image.
2) Initialize the size of the search window.
3) Calculate the color probability distribution in the search window.
5) Use the results from step 4 to initialize an image, and then go back to step 3 until complete the object tracking.

The first two steps are setting the parameters in the CamShift algorithm. The third step is based on the histogram of the object color (as shown in Fig. 4-a) to create the color probability distribution (as shown in Fig. 4-b). The Mean Shift algorithm is then carried out to calculate the value until convergence, and find the position of the object, shown in Fig. 4-c.

When the system begins to track the object, we preset three possible situations as shown in Fig. 5. Different robot actions...
are carried out based on these conditions.

1) Object found: When the system finds a moving object, it will keep track of the object by the color histogram.
2) Object too close: If the robot is too close to the object, it will stop moving, but still keep tracking the object.
3) Object not found: If the system loses the target, it will return to the initial state.

We use the size of the object in the image to determine the distance between the object and the robot. If the object is closer to the robot, then it is also closer to the omnidirectional camera. If the objects have the same size, then it appears larger as it gets closer to the camera's lens. The surveillance system uses this method to determine whether the moving object is too close to the robot or not. When the moving object is too close to the robot, the robot will halt in order to avoid hitting the moving object.

E. face detection

The face detection method used in this system is based on the algorithm given in [8]. They detected the faces based on the human face features. The advantage of this approach is that the computation time is short, and it is able to detect the different sizes of the facial features. The algorithm is robust under color changes or image zooming. In the implementation we use the OpenCV image processing library. This library provides instructions and example programs about face detection. In this work we have done some modifications and the process is as follows.

1) Loading a database of face classifier.
2) Reduce resolution of the original input image.
3) Through a classifier to detect whether any facial features are in image.
4) Output the result.

In order to achieve rapid detection of human face, the image resolution in step 2 is reduced. The more reduction on the image size implies the less computing time. The human face detection accuracy rate will be reduced because of the reduction in image resolution. In step 3, Ada-Boost classifier is used. This classifier consists of many stages. In the first stage the most representative features of human face is reduced to many non-face images. The second stage is usually complementary relationship with the first stage. For example, if the first stage is to detect the eye features, then the second stage no longer detects the characteristics of the eye, but detects the characteristics of the mouth or nose, etc. When the system finds a human face, the PTZ camera will change the focal length to enlarge the human face image and continues to detect human face. In this way we can closely observe the facial features, and provide the users with identification of the face.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

This section presents the experimental results and the description of experimental details and procedures. There are three experiments in this work. Experiment one is the manual mode. We manually control the system hardware, including the PTZ camera and the robot mobile platform. Experiment two is the face detection. The purpose of the experiment is to test whether the PTZ camera can detect human face. When the camera detects the human face, the camera's focal length will change. It is equivalent to enlarging the images. Experiment three includes the face detection and the object tracking. After the robot detects an object, it immediately starts the tracking function to follow the moving object in the environment.

The experiments are carried out mainly in the indoor environment. The room is a rectangular space of about 636 cm × 400 cm, as shown in Figure 6. There is only one entrance and no other obstacles in the room. The hardware used in the experiment consists of the personal computer, video capture cards, motor drive circuits and two analog cameras. The personal computer is equipped with the Intel 2GHz Dual Core CPU and 2GB main memory. There is also an ADLINK image capture card.

When using multiple cameras for image capture, we must consider the synchronization problem. All cameras have to capture the images at the same time. The ADLINK image capture card provides a software triggered synchronization function. The resolution of the captured image is 320 × 240. In addition to the ADLINK sample programs and libraries, we also used OpenCV image processing library. This library provides many image processing functions, and most of these programs are optimized.
For the real-time systems, the performance of the program is very important. In the hardware control, we use RS232 to send commands to control the PTZ camera and a motor drive circuit. This programming interface is shown in Figure 7. The functions of the program include start, pause and end modes, selection mode, PTZ control and robot control functions, and so on. In the following sections each of the function tests and the experimental results will be presented. The analysis of the experimental results is given in the final section.

A. Experiment 1: Manual Mode

In the manual mode, the user can operate the PTZ camera and the robot mobile platform. We can control the PTZ camera’s tilting and panning movement and also change the lens focal length. We can also control the robot mobile platform about the direction of movement as shown in Fig. 8.

B. Experiment 2: Face Detection

The second experiment is to use the PTZ camera to detect the human face. The robot is stationary, while the PTZ camera will continue to track the moving objects and to detect the human face. After the detection of human faces, the focal length of the PTZ camera will change to provide the detailed observation of facial features (as shown in Fig. 10). The size of the real scene is about $636 \text{ cm} \times 400 \text{ cm}$. In the first experiment the robot is located at the center of the room, moves around the place, and stands at the seven fixed positions as shown in Fig. 9.

C. Experiment 3: Moving object tracking

Experiment 3 tests whether the robot can drive the motors and track the moving objects in the environment. In the experiment, there is a person moving in environment and
staying at the four fixed positions, then let the robot moves close. If the robot is too close to the moving object, the robot will stop, but PTZ camera will keep tracking the object. The path of mobile robot is shown in Fig. 11.

V. ANALYSIS OF EXPERIMENTAL RESULTS

According to the results of Experiment 2, the omnidirectional camera can track the moving objects in the environment, and through the coordinate transform the PTZ cameras can also track the location of the object and perform the human face tracking. However, the results of the face detection are not as expected. One possible reason is that the location of the PTZ cameras is installed too low. In Experiment 2 the moving object is about 175cm high, and this has led to human face behind the light. Because of the white balance function of the camera, the human face become dark when the PTZ camera faces the light. This causes the recognition rate too low.

In Experiment 3 it is able to accurately track the object, and stop the objects in most cases. When the object continues to move the system is still able to continue to track the object. Sometimes it still makes mistakes, especially when the object moves too fast. Once the object is far away from robot, the robot is more likely to lose the object. In addition, we track the object based on the object color feature. When there exists another object that has similar color in the real scene, it is possible to track the wrong object. Except these two cases, the experiments generally demonstrate good results.

VI. CONCLUSIONS AND FUTURE WORK

General visual surveillance system is easy to lose the moving object information because of the limited field of view of the cameras. This paper presents a robot vision system which combines the omnidirectional and PTZ cameras. The combination of the omnidirectional and PTZ cameras allows visual surveillance for a wide field of view with detailed observations on the object features. In addition to visual surveillance, this paper presents the applications of moving object detection and tracking, and the facial feature detection. This paper can achieve the above goals but still need some improvement to increase the system stability, such as robustness under the environment illumination change. In the future our system might be integrated to other platforms for more applications and research, such as robot localization, navigation and robot obstacle avoidance, etc.
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