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This paper presents a novel image retargeting approach for ranging cameras. The proposed

approach first extracts three feature maps: depth map, saliency map and gradient map. Then, the

depth map and the saliency map are used to separate the main contents and the background

and thus compute a map of saliency objects. After that, the proposed approach constructs an

importance map which combines the four feature maps by the weighted sum. Finally, the

proposed approach constructs the target image using the seam carving method based on the

importance map. Unlike previous approaches, the proposed approach preserves the salient

object well and maintains the gradients and visual effects in the background. Moreover, it protects

the salient object from being destroyed by the seam carving algorithm. The experimental results

show that the proposed approach performs well in terms of the resized quality.
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Introduction
Numerous and varied devices for displaying multimedia
contents exist, from cathode-ray tubes to liquid-crystal
displays, and from plasma to light-emitting diode.
Display device has moved from the two-dimensional
plane toward 3D TV. To meet various demands,
changing display content has facilitated the development
of a highly dynamic range of display devices. Regarding
display screen size, two commonly used display specifica-
tions (aspect ratios) are 4 : 3 and 16 : 9. These display
specifications are applied to displays as large as billboards
and as small as mobile phone screens. Display devices,
however, have only one screen aspect ratio. This aspect
ratio causes upper and lower black bands to appear when
multimedia contents are displayed on screens.

Apart from the two screen aspect ratios described
above, non-standard screen aspect ratios will be applied
more extensively because of cellular phones, portable
multimedia players and so on. In such cases, different
image sizes are required to adapt to the display devices.
Scaling and cropping are two standard methods for
resizing images. Scaling resizes the image uniformly over
an entire image. However, when the display screen is too
small, the image loses some of its detail in adjusting to
the limitations of the display screen. Cropping resizes
the image by discarding boundary regions and preser-
ving important regions. This method provides a close-up

of a particular image section, but prevents users from
viewing the rest of the image.

Recently, several retargeting techniques1–6 for resizing
images based on image contents have been proposed.
These methods require a certain understanding of image
content. Most of these approaches try to determine the
importance at each pixel to effectively preserve impor-
tant regions and discard less important regions to
achieve a target image size. To obtain a target image,
the importance map needs to be determined. Several
models for the importance map are driven by the low-
level features such as gradient, visual saliency and so on.
Although such approaches can obtain better resized
images, they still suffer from the quality problems for
complex images. Therefore, further improvements are
often required to extract more reliable features.

In this paper, we propose a novel image retargeting
approach for ranging cameras. To protect visual
contents, we first extract a depth map, a saliency map
and a gradient map from an input colour image and a
depth image. In particular, we use the depth map and
the saliency map to compute a map of saliency objects.
After that, we construct an importance map based on
the four feature maps. The idea for mixing the features is
similar to the hyper-spectral content aware resizing
technique presented by Scott et al.5 According to the
importance map, the important regions are preserved
and less important regions are discarded. Finally, the
target image is constructed using the seam carving
method1 based on the importance map. The results
demonstrate that the proposed approach resizes images
more effectively than the previous approaches.

The remainder of this paper is organised as follows.
Section 2 reviews related works. In Section 3, the
proposed approach is introduced. Section 4 describes the
experimental results. Lastly, Section 5 briefly describes
conclusions.
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Related works
Avidan and Shamir1 proposed a method for adjusting
image size based on image content. They analysed the
relationships of energy distribution in the image and
compared methods of image resizing. The proportion of
residual energy after image resizing indicated the quality
of the resizing. Moreover, they proposed a simple
method for image processing using seams, which are
eight-connected lines that vertically or horizontally cross
images. By iteratively adding or removing seams, their
approach can alter the size of images. However, because
the content of images is often complex, how to
determine the correct subject position according to
image features is a goal for future research.

Kim et al.3 used the adaptive scaling function,
utilising the importance map of the image to calculate
the adaptive scaling function, which indicated the
reduction level for each row of the original image.
Kim et al.4 used Fourier analysis for image resizing.
After constructing the gradient map, they divided the
image into strips of various lengths, and then used
Fourier transform to determine the spectrum of each
strip. The spectrums were then used as a low-pass filter
to obtain an effect similar to smoothing. The level of
horizontal reduction for each strip was then determined
according to the influence of the filter.

Detecting visually salient areas is a part of object
detection. The traditional method for determining the
most conspicuous objects in an image is to set numerous
parameters and then use the training approach to
determine image regions that may correspond to the
correct objects.7–10 However, the human eye is cap-
able of quickly locating common objects.11,12 Various
approaches have proposed for simulating the functions
of the human eye, for instance, Saliency ToolBox13 and
Saliency Residual (SR).14 The Saliency ToolBox re-
quires a large amount of computation. By comparison,
SR is the fastest algorithm. SR transforms the image
into Fourier space and determines the difference
between the log spectrum and averaged spectrum of
the image. The area, which shows the difference, is the
potential area of visual saliency.

Hwang and Chien2 used a neural network method to
determine the subject of images. They also used face
detection techniques to ensure the human faces within
images. For ratios that could not be compressed using
the seam carving method, they used proportional ratio
methods to compress the subject of images. Rubinstein
et al.15 proposed a method of improvement for the
procedure of seam carving. This method utilised
techniques of forward energy and backward energy to
reduce discontinuity in images.

Wang et al.16 proposed a method that simultaneously
utilised techniques of stereo imaging and inpainting.
This method had the capacity to remove image objects
that caused occlusion, restoring original background
image and depth information. Wang et al.6 presented a
warping approach for resizing images and preserving
visually features. The deformation of the image is based
on an importance map that is computed using a
combination of gradient and salience features.

Achanta et al.17 proposed an approach for detecting
salient regions by using only colour and luminance
features. Their approach is simple to implement and

computationally efficient. It can clearly identify the main
silhouettes. Also, this approach outputs saliency maps
with well-defined boundaries of salient objects. These
boundaries are preserved by retaining substantially more
frequency content from the original image. Goferman
et al.18 proposed an approach which aims at detecting
the salient regions that represent the scene. The goal is to
either identify fixation points or detect the dominant
object. They presented a detection algorithm which is
based on four principles observed in the psychological
literature. In image retargeting, using their saliency
prevents distortions in the important regions.

The proposed approach
The flowchart of the proposed approach is shown in
Fig. 1. First, the proposed approach extracts three
feature maps, namely, a depth map, a saliency map
and a gradient map from an input colour image and a
depth image. Then, the depth map and the saliency map
are used to compute a map of saliency objects. After
that, the proposed approach integrates all the feature
maps to an importance map by the weighted sum.
Finally, the proposed approach constructs the target
image using the seam carving method.

Importance map
In our approach, we propose improved techniques for
extracting features and integrate them to get the
importance map. That is, the importance map is derived
by the fusion of the four different maps. In our
approach, the concept of mixing the energy from various
sources is similar to the work of Scott et al.5 However,
our approach more focuses on the information extracted
from range and intensity images.

The importance map Eimp is defined as

Eimp~
1 ifEobject~1

a1Edepthza2Esaliencyza3Egradient ifEobject~0

�

where a1, a2 and a3 are the weights for depth map Edepth,
saliency map Esaliency and gradient map Egradient,
respectively; Eobject is the saliency object map.

Depth map

The Kinect19 camera is used to extract depth informa-
tion from an input colour image. The camera uses a 3D
scanner system called Light Coding using near-infrared
light to illuminate the objects and determine the depth of
the image. Figure 2a shows a colour image and the
corresponding depth image captured by the Kinect.

1 Flowchart of the proposed approach
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From Fig. 2a, pixel positions of the colour image and
the corresponding pixel positions of the depth image are
not consistent. This problem can be adjusted by an
official Kinect SDK, as shown in Fig. 2b. Hence, the
pixel positions of the colour image and the correspond-
ing pixel positions of the depth image are consistent.
However, the range covered by the depth image becomes
smaller. Therefore, the original depth image of size
6406480 is cropped into a new depth image of size
5856430 by removing the surrounding area of the
original depth image without the depth information and
leaving the area with the usable depth, as shown in
Fig. 2c. Also, as shown in Fig. 2c, black blocks in the
cropped depth image are determined and the depth
values of these blocks are set as 0. They cannot be
measured by the Kinect due to strong lighting, reflected
light, outdoor scenes, occlusions, and so on. Therefore,
the depths of these regions are negligible since these
areas in the whole depth image are very small.

Saliency map

Visual saliency is an important factor for human visual
system. Therefore, the proposed approach extracts a
saliency map from the input colour image. The technique
of Goferman et al.18 is applied for extracting a saliency
map since it can identify salient areas efficiently for
complex environments. The main concepts of the approach
of Goferman et al. are described as the following.

For each pixel i, let pi be a single patch of scale r
centred at pixel i. Also, let dcolor(pi, pj) be the distance

between patches pi and pj in CIE Lab colour space,
normalised to the range [0, 1]. If dcolor(pi, pj) is high for
each pixel j, pixel i is salient. In the experiment, r is set as
7. Moreover, let dposition(pi, pj) be the distance between
the positions of patches pi and pj, which is normalised by
the larger image dimension. A dissimilarity measure
between a pair of patches is defined as

d pi,pj

� �
~

dcolor pi,pj

� �
1zcdposition pi,pj

� �
where c is a parameter. In the experiment, c is set as 3. If
d(pi, pj) is high for each j, pixel i is salient.

In practice, for each patch pi, there is no need to
evaluate its dissimilarity to all other image patches. It
only needs to consider the K most similar patches
qkf gK

k~1 in the image. If d(pi, qk) is high for each
k[½1, K�, pixel i is salient. For a patch pi of scale r,
candidate neighbours are defined as the patches in the
image whose scales are Rq~ r, 1=2r, 1=4rf g.

The saliency value of pixel i at scale r is defined as

sr
i ~1{exp {

1

K

XK

k~1

d pr
i ,q

rk

k

� �( )

where rk[Rq and K is set as 64 in the experiment.

Furthermore, each pixel is represented by the set of
multi-scale patches centred at it. Thus, for pixel i, let
R5{r1, r2, …, rM} be the set of patch sizes. The saliency
of pixel i is defined as the mean of its saliency at different
scales

2 a Original colour image and corresponding depth image; b original colour image and adjusted depth image; c cropped

colour image and cropped depth image
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-Si~
1

M

X
r[R

Sr
i

If the saliency value of a pixel exceeds a certain
threshold, the pixel is attended. In the experiment, the
threshold is set as 0?8. Then, each pixel outside the
attended areas is weighted according to its distance to
the closest attended pixel. Let dfoci(i) be the positional
distance between pixel i and the closest focus of
attention pixel, normalised to the range [0, 1]. The
saliency of a pixel i is redefined as

Ŝi~-Si 1{dfoci ið Þ½ �

Gradient map

The human visual system is sensitive to edge informa-
tion in an image. Therefore, the proposed approach
extracts a gradient map from the input colour image to
represent edge information.

The Sobel calculation on original image I results in
the gradient map. The operators of X direction and Y
direction of Sobel are defined by

Sobelx~

{1 0 1

{2 0 2

{1 0 1

0
BB@

1
CCA and

Sobely~

1 2 1

0 0 0

{1 {2 {1

0
BB@

1
CCA

The horizontal operators, which are shown as a vertical
line on the image, are used to find the horizontal
gradient of the image, while the vertical operators, which
are shown as a horizontal line, are used to find the
vertical gradient of the image. The gradient map is
defined as

Egradient~ SobelxIð Þ2z SobelyI
� �2

h i1=2

Using the Sobel operator can easily detect gradients of
an image. However, the detected gradients do not fit the
gradients perceived by the human eye. Therefore, a
bilateral filter20 is used to reduce borders that are not
visually obvious and keep borders that vary largely. The
bilateral filter is a non-linear filter and smoothes noises
effectively and keeps important edges. A Gaussian
smoothing is applied to an image in both spatial domain
and intensity domain at the same time. The definition of
the Gaussian smoothing is as follows:

Js~
1

k sð Þ
X
p[V

f p{sð Þg Ip{Is

� �
Ip

where Js is the result after processing pixel s by the
bilateral filter. Ip and Is are intensities of pixels p and s,
respectively. V is the whole image. f and g are Gaussian
smoothing functions for the spatial and intensity
domains, respectively. k(s) is a function for normal-
isation and its definition is given by

k sð Þ~
X
p[V

f p{sð Þg Ip{Is

� �

Therefore, in the proposed approach, the input colour
image is filtered by the bilateral filter. Then, the resulting
image is filtered by Sobel filter to compute the final
gradient map. The proposed approach can effectively
remove gradients with small changes and reserve
gradients with large variations in an image. The
gradients are close to human visual perception. In the
experiments, the spatial domain parameters are set as 10
and the intensity domain parameters are set as 100.

Gradient information can keep the consistency of a
line in the image. However, when the gradient in the
image has a certain percentage of length, the use of seam
carving can pass through the gradients. Since the seam
carving is done by iteratively deleting the seam with the
lowest energy, the deleted seams may be too concen-
trated in the same area. Thus, the gradients will be
broken or distorted. Therefore, it is necessary to
improve gradients for a certain length of gradients.
The proposed approach first detects edges in an image
and then uses Hough transform to find a certain length
of a line. Let a line be represented by

y~mxzc

where m is the slope of the line and c is the intercept.
Also, the straight line can be represented as a point (m,c)
in the parameter space. Each different line through the
point (x,y) corresponds to one of the points on the line
in the (m,c) space. For computational reasons, a line can
also be represented in polar space by

x cos hzy sin h~r

where parameter r represents the distance between the
line and the origin; parameter h is the angle of r with
respect to the x-axis.

After finding straight lines by Hough transform,
weights are assigned to the straight lines. When the
input image is reduced to less than half of the original
image, the periodic weights (1,0) are used for the
weighting since more zero weights can be assigned to
the straight lines. When an input image is reduced to
more than half of the original image, the periodic
weights (1,0,1) are used for the weighting since less zero
weights can be assigned to the straight lines. Figure 3
shows the periodic weights of (1,0) (top) and the periodic
weights of (1,0,1) (bottom) (Fig. 1a); and an original
gradient map, the improved gradient map using the
periodic weights (1,0,1), the image processed by the seam
carving and the resized image from left to right
(Fig. 1b). Figure 4 shows the original gradient map
with a zoom-in view (top), the improved gradient map

3 a Periodic weights of (1,0) (top) and periodic weights

of (1,0,1) (bottom); b original gradient map, improved

gradient map, image processed by the seam carving

and resized image (from left to right)
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with a zoom-in view (middle), and the difference image
of the original gradient map and the improved gradient
map (bottom).

After improving gradients, the seam carving can cut
gradients uniformly. Removing gradients with weight 0
can retain the gradients with weight 1. It can maintain
the existing continuity and is less likely to remove the
same area resulting in clear discontinuities.

Salient object

In an image, the human visual eye may have one or more
attentions that have the greatest saliencies. Therefore,
the most salient objects in the image are identified for
retargeting. The salient objects are defined as the
visually indistinguishable components. Since each pixel
of a salient object is not necessarily a high value, image
segmentation is used to find main partitions to obtain
salient objects.

The depth image is segmented into depth regions. The
depths are classified based on depth similarity of the
scene. The image pyramids21 are used to split depth
regions. The image pyramids down-sample the image
into different scales, as shown in Fig. 5. If pixels of the
ith layer and father pixels of the adjacent layer have
similar colours, the father pixels and the pixels of the ith
layer are merged into a connected component. In the

same layer, if the adjacent components are too similar,
they are merged into a larger connected component.
After processing layer by layer, the depth image

4 Original gradient map with a zoom-in view (top), improved gradient map with a zoom-in view (middle), and difference

image of the original gradient map and the improved gradient map (bottom)

5 Image pyramids
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(Fig. 6b) of an input image (Fig. 6a) is segmented into
depth regions (Fig. 6c).

The advantage of using the image pyramids to
determine depth regions is that thresholds can be easily
used for adjustment. Each component representing
pixels in this region has similar depths. The depth
regions segmented by the image pyramids and the
saliency map (Fig. 6d) are combined to obtain salient
objects. If the salient value of a region is above a certain
threshold, this region is defined as an indistinguishable
object, as shown in Fig. 6e. In the experiment, if the
salient object is too small, it is ignored.

Image retargeting
The proposed approach applies the method of Avidan
and Shamir1 for image retargeting. Let I be an n6m
image and the vertical seam is defined as

sx~ sx
i

� �n

i~1
~ x(i),i½ �f gn

i~1, s:t: Vi, x(i){x(i{1)j jƒ1

where x is a mapping x: [1, 2, …, n]R[1, 2, …, m].
A vertical seam is an eight-connected line. Every row

only contains a single pixel. Carving the seam inter-
actively is considered an advantage because it can
prevent horizontal displacement during the deleting
process. Horizontal displacement appears if the number
of deleted pixels in each row is different, resulting in
changes in the shape of the object. Therefore, the pixels
of the path of the vertical seam s (e.g. vertical seam {si})
is indicated as Is~ I sið Þf gn

i~1~ I x(i),i½ �f gn
i~1. All pixels

will move leftward or upward to fill the gaps of deleted
pixels.

Horizontal reduction can be equated with deleting the
vertical seam; the energy map is used to select seams. Given

an energy function e, the energy E sð Þ~E Isð Þ~
Pn
i~1

e I sið Þ½ �

of a seam is determined by the energy occupied by the
positions of each pixel. When cutting a particular image
horizontally, deleting the seam with the lowest energy

s�~ min
s

E sð Þ~ min
s

Pn
i~1

e I sið Þ½ � first is essential.

Dynamic programming can be employed to calculate
s*. The smallest accumulated energy M is calculated
with every possible point on the seam (i, j) from the
second to the last row of the image as

M i,jð Þ~e i, jð Þzmin M i{1, j{1ð Þ,½

M i,j{1ð Þ,M iz1, j{1ð Þ�

Then, the backtracking method is adopted to iteratively
delete the seams with relatively weak energy by
gradually searching upward for the seams with a
minimum energy sum from the point with the weakest
energy in the last row.

Results
Several experiments are conducted to evaluate the effec-
tiveness of the proposed approach. The proposed algo-
rithm is running on a laptop with a 2?40 GHz Core2 Quad
CPU and 3?0 GB of memory. The camera used in this
experiment is a Microsoft Kinect. If Eobject is 0, a1, a2 and a3

are set as 0?1, 0?5 and 0?4, respectively. If the Kinect cannot
detect depths, a1 and a2 are both set as 0?5. The size of the

6 a Original image; b depth map; c depth regions; d saliency map; e saliency object
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original image is 5856430. Without loss of generality, a
source image is resized in the horizontal direction only to
make a target image. Resizing images in the vertical
direction can be done in the similar way. Therefore,
the sizes of the resized images are 5006430, 4006
430, 3006430 and 2006430. Moreover, the proposed
approach is compared to the two previous approaches.1,6

The first image is an indoor environment. There is no
salient object and the depths are similar. The importance
map is mainly dominated by saliency map and gradient
map. Figure 7 shows the original image, the depth map,

the saliency map, the gradient map, the salient object
and the importance map, respectively, from left to right
and top to bottom. Figure 8 shows the resized results of
Avidan and Shamir (the top row), of Wang et al. (the
middle row), and of the proposed approach (the bottom
row). For the resized images of 5006430 and 4006430,
the results of the proposed approach are similar to those
of the two previous approaches. However, for the resized
images of 3006430 and 2006430, the results show that
the proposed approach performs better than the two
previous approaches. There is a serious distortion in the

7 Original image, depth map, saliency map, gradient map, saliency object and importance map (from left to right and top

to bottom)

8 Resized images by Avidan and Shamir (2007) (top); resized images by Wang et al. (2008) (middle); resized images by

the proposed approach (bottom)
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results of Avidan and Shamir. The size of the whiteboard
in the results of Wang et al. is over reduced.

The second image is an indoor environment. There is
a salient object. Figure 9 shows the original image, the
depth map, the saliency map, the gradient map, the
salient object and the importance map, respectively,
from left to right and top to bottom. Figure 10 shows
the resized results of Avidan and Shamir (the top row),
of Wang et al. (the middle row), and of the proposed
approach (the bottom row). For the resized images of
5006430 and 4006430, the results of the proposed

approach are similar to those of the two previous
approaches. However, for the resized images of 3006430
and 2006430, the results of the proposed approach are
better than those of the previous approaches. The
gradients are preserved well such that gradient density is
too high in the results of Avidan and Shamir. There is
distortion in the face of the person. For the results of Wang
et al., the difference between the salient objects and non-
salient background is too large. Conversely, the proposed
approach preserves the salient object well and maintains
the gradient and visual effects in the background.

9 Original image, depth map, saliency map, gradient map, saliency object and importance map (from left to right and top

to bottom)

10 Resized images by Avidan and Shamir (2007) (top); resized images by Wang et al. (2008) (middle); resized images by

the proposed approach (bottom)
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The final image is an outdoor environment. The depth
map is not complete. Since there are strong lighting and
reflected light, the Kinect cannot detect the depths well
and the detected salient object is not complete. Figure 11
shows the original image, the depth map, the saliency
map, the gradient map, the salient object and the
importance map, respectively, from left to right and top
to bottom. Figure 12 shows the resized results of Avidan
and Shamir (the top row), of Wang et al. (the middle
row), and of the proposed approach (the bottom row).
For the resized images of 5006430 and 4006430, the

results of the proposed approach are similar to those
of the two previous approaches. However, for the
resized images of 3006430 and 2006430, the proposed
approach performs better than the previous approaches.
The gradients are preserved well such that gradient
density is too high in the results of Avidan and Shamir.
There is distortion in the body of the person. The visual
effects in the background are not consistent. For the
results of Wang et al., the difference between the salient
objects and non-salient background is too large. The
legs of the salient object and the floor have similar

11 Original image, depth map, saliency map, gradient map, saliency object and importance map (from left to right and

top to bottom)

12 Resized images by Avidan and Shamir (2007) (top); resized images by Wang et al. (2008) (middle); resized images by

the proposed approach (bottom)
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colours such that the energy is not enough and there is
distortion in the salient object. For the proposed
approach, although the salient object is not complete,
it can still maintain the integrity of the salient object.
However, since the environment is more complex, it is
difficult to achieve good visual effects for the resized
results of 2006430.

From the above results, the approach of Avidan and
Shamir puts more emphasis on gradient information.
For making large adjustments to an image, the gradients
can still be preserved well. However, gradient density is
too high and the visual effects are not consistent. For the
approach of Wang et al., it has good continuity for
image resizing. However, for making large adjustments
to an image, the salient object is too small and non-
salient areas are too large. In the proposed approach, for
making large adjustments to an image, it can preserve
the salient object well. Also, it can keep the surrounding
area of the salient object on the background and remove
the gradients of background far away the salient object
to avoid over-concentration of the gradients. It can
protect the salient object from being destroyed by the
seam carving algorithm.

Conclusion
This paper has proposed a novel image retargeting
method for ranging cameras. Several analyses are
conducted, including the energy of depth, gradient and
visual saliency. Then, the depth map and the saliency
map are used to determine a map of saliency objects.
Moreover, different types of energy are integrated as an
importance map for image retargeting. Unlike previous
approaches, the proposed approach preserves the salient
object well and maintains the gradients and visual effects
in the background. Moreover, it protects the salient
object from being destroyed by the seam carving
algorithm. Therefore, a perfect protection of the subject
is achieved.

In the future research, further studies are needed to
develop an improved technique for video retargeting
using the seam carving.
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